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About Me

● Director, Security Strategy & Operations @ HackerOne

Interests

● Appsec, cloud security, vulnerability management, response
● Vulnerability disclosures, coordination, bug bounties

https://www.hackerone.com/


Agenda

● Overview of ML lifecycle, platforms, and supply chain
● Attack surface and attack scenarios
● Building for security (defensive practices)
● Example Tabletop Scenarios



Understanding MLOps

MLOps is a unified engineering 
practice and cultural approach 
that integrates the ML system 
development (Dev) and ML 
system operation (Ops).

People

Technology Process
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Understanding MLOps

Production Inference
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Understanding LLMOps

● Focus on LLM development and managing model in production
● Broad design of entire end-to-end application (front-end, 

back-end, data engineering, etc.)
● Experimentation on foundation models
● Fine tuning
● Monitoring
● Evaluate generative output



Understanding LLMOps

Example 
generative AI 
platform 
architecture

https://huyenchip.com/2024/07/25/genai-platform.html 

https://huyenchip.com/2024/07/25/genai-platform.html
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Attack Scenarios

● Credentials compromise to gain access in the ML pipeline
○ Attackers steal authentication credentials through phishing or exposed 

secrets, gaining access to inject poisoned data or steal proprietary 
models.

● Misconfigured access control leads to privilege escalation and 
lateral movement
○ Attackers exploit overly permissive roles or improperly segmented 

environments to escalate privileges and move laterally across ML 
infrastructure.



Attack Scenarios

● Supply Chain attacks through third party libraries, data
○ Malicious code in dependencies or poisoned public datasets compromise 

model integrity, enabling backdoors or data leakage.
● Vulnerabilities in MLOps platforms

○ Insecure container configurations, deserialization vulnerabilities, or 
insufficient isolation in ML platforms allow arbitrary code execution or 
access to sensitive artifacts.



Attack Scenarios

From MLOps to MLOops - Exposing the Attack Surface of Machine 
Learning Platforms | BlackHat USA 2024 - Security analysis of popular open 
source ML platforms by JFrog research team

Abusing MLOps Platforms to Compromise ML Models and 
Enterprise Data Lakes | X-Force Red research on attacks against MLOps 
platforms after an attacker has obtained valid credential material. Open Source 
toolkit MLOkit

https://www.youtube.com/watch?v=1dsRAEdbpq4&t=1976s&ab_channel=BlackHat
https://www.youtube.com/watch?v=1dsRAEdbpq4&t=1976s&ab_channel=BlackHat
https://www.ibm.com/downloads/documents/us-en/11630e2cbc302316?_gl=1*i7y37b*_ga*Nzg5MjYxNjU1LjE3Mzk2OTkwOTA.*_ga_FYECCCS21D*MTczOTY5OTA5MC4xLjAuMTczOTY5OTQ0NC4wLjAuMA..
https://www.ibm.com/downloads/documents/us-en/11630e2cbc302316?_gl=1*i7y37b*_ga*Nzg5MjYxNjU1LjE3Mzk2OTkwOTA.*_ga_FYECCCS21D*MTczOTY5OTA5MC4xLjAuMTczOTY5OTQ0NC4wLjAuMA..


Attack Scenarios

Hosting Malicious Models - AI-as-a-Service provider risks | Wiz

https://www.wiz.io/blog/wiz-and-hugging-face-address-risks-to-ai-infrastructure


Attack Scenarios

Malicious ML models discovered on Hugging Face platform | 
Reversing Labs Research Two malicious models containing reverse shell 
payloads that evaded detection by exploiting limitations in Hugging Face's 
Picklescan security tool. 

Data Scientists Targeted by Malicious Hugging Face ML Models 
with Silent Backdoor | JFrog Research

https://www.reversinglabs.com/blog/rl-identifies-malware-ml-model-hosted-on-hugging-face
https://www.reversinglabs.com/blog/rl-identifies-malware-ml-model-hosted-on-hugging-face
https://link.mail.beehiiv.com/ss/c/u001.m5CTo68rhNghfieTCcZktlgGBl4YR3V_fVPki2l88lLSsNy2yFu1wU-FMZsrfobtMPvI1NmelAOWBpmOMg74EzIuFFqmwyCfUgBkTqnW4nQ9uwrP599HK63T9FnZ3SzdQBqkWxa4EvMSiJycxiTpslVqhzd3lc1OBpYtE-8nHv6XQwGVqA4cOLWBWZ_VAy_tiBzYFgFsNSW9XtaCIlS8eg6cIqjRtkIebeUcPrpgkTHxalVWoZuvYSEsoQzUs-cqU-QMpYyZueEPGcT7FfngkVLwr2UsMTM--0ZLR4HJrDgd927amHe32OWRVIlWYEAi/4ed/2diyVrOYRzSp1Qx0rCDsug/h57/h001.YHvPeaHJvFwjrK6MrCWrDSJJd_jE3TQm3YEQfsAQrmU
https://jfrog.com/blog/data-scientists-targeted-by-malicious-hugging-face-ml-models-with-silent-backdoor/
https://jfrog.com/blog/data-scientists-targeted-by-malicious-hugging-face-ml-models-with-silent-backdoor/


Attack Surface

● Authentication and Access Control Vulnerabilities
○ User token/credential stealing via phishing
○ Misconfigured internal network resources
○ Exploitation of misconfigured or overly permissive IAM roles
○ Service account compromise
○ API key exposures in notebooks or code repositories



Attack Surface

● Infrastructure Vulnerabilities 
○ Container escape in model training/ model serving environments
○ Resource exhaustion through crafted training jobs
○ Network pivoting through compromised ML instances due to insufficient  

network segregation 



Attack Surface

● CI/CD / Supply Chain
○ Vulnerabilities in third party software components 
○ Exploitation of outdated dependencies in ML environments
○ Implementation issues in ML Ops platforms and ML components

● API and Model Inference Vulnerabilities 
○ SSRF through model serving endpoints
○ Prompt Injection



CVE Landscape

Platform CVE CVSS Vulnerability Type Details

MLFlow

CVE-2023-6977 7.5 (High) Path Traversal
Local file inclusion due to path 
traversal in GitHub repository 
mlflow/mlflow

CVE-2023-6018 9.8 (Critical) OS Command Injection
RCE 
via/ajax-api/2.0/mlflow/model-vers
ions/create endpoint.

CVE-2024-0520 9.4 (Critical) Path Traversal → RCE
Arbitrary file write via HTTP 
dataset source parsing, fixed in 
v2.9.0.

Kubeflow CVE-2023-6570 7.7 (High)
Server-Side Request 
Forgery

SSRF enabling internal network 
reconnaissance.

Weights & 
Biases

CVE-2024-4642 9.1 (Critical)
SSRF via HTTP 302 
Redirection

Redirect mishandling allowed 
access to internal APIs.

Notable CVEs



Building for Security

Data Protection

● Encrypt training data and model
● Data provenance tracking to ensure integrity throughout the pipeline

○ e.g., - S3 object lock, S3 versioning
● Granular access control to training data stores
● Scan data for PII, PHI, and other sensitive data before training or fine tuning



Building for Security
Example organization wide SCP to prohibit changes to Amazon Sagemaker models inside AWS



Building for Security

Code and Model

● Signed commits and code reviews for all model development
● Scan container images, and functions
● Scan for dependencies
● SBOM to understand supply chain
● Test model against adversarial examples
● Input validation and sanitization on inference endpoints
● Rate limiting on APIs



Building for Security

Infrastructure

● IaC with security checks
● Segmentation controls to prevent exfiltration
● Fine grained permissions for cloud pipelines

Example organization wide SCP to prevent deletion of SageMaker pipelines



Building for Security 



Building for Security 



Building for Security 

Possible Security Boundaries



Example Tabletop Scenarios
● An authentication bypass vulnerability in your model serving infrastructure 

allows unauthenticated access to models and protected data used for 
personalization.

● An attacker has gained access to a notebook server and is attempting to use 
it to pivot into more sensitive infrastructure components that host production 
models.

● An internal user has deployed an unauthorized shadow model that mimics 
your production API but sends data to external servers for unknown purposes.



Example Tabletop Scenarios
● An attacker has achieved container escape on your ML training infrastructure 

and is accessing the underlying host system to compromise other workloads.

● Your model inference API is experiencing a sophisticated distributed denial of 
service attack specifically targeting your most computationally expensive 
models.



Interested in Finding Bugs?

● https://github.com/kubeflow/pipelines/security
● https://github.com/SeldonIO/seldon-core/security 
● https://github.com/mlflow/mlflow/security 
● https://github.com/aws/amazon-sagemaker-examples/security/policy
● MSRC [Azure AI]
● Google VRP [Vertex AI] 
● And More

https://github.com/kubeflow/pipelines/security
https://github.com/SeldonIO/seldon-core/security
https://github.com/mlflow/mlflow/security
https://github.com/aws/amazon-sagemaker-examples/security/policy


Thank You


